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A Predictive Model for Inflation in Nigeria
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The study estimates a dynamic model using quarterly data spanning 1995 to
2016. Four dynamic models: level lagged variables, differenced lagged vari-
ables, log-transformed lagged variables and differenced log-transformed lagged
variables were considered. The best predictive model was selected based on
the Schwarz Information Criterion (SIC) value. From the empirical results,
the level form models performed better than the differenced form models. On
the basis of model parsimony, the level lagged model was the preferred model
among the set of selected models. Predictions obtained from the model in-
dicate that the model is stable as actual interest rate (IR) values, fall well
within the computed 95% prediction interval. The study concludes that previ-
ous values of IR and money supply (MS) are significant in predicting future
inflation rates in Nigeria.
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1.0 Introduction

Inflation is defined as a sustained increase in the overall price level over time. Dur-

ing periods of high inflation, the value of the domestic currency diminishes which

negatively affects the economy (Folorunso and Abiola, 2000). Nigeria is witnessing

high inflation with economic and social implications. As real income falls, due to

the eroded purchasing power of the currency, there is a reduction in the amount of

goods and services each unit of the currency can buy. Confronted with an already

diminished disposable income, consumers are now faced with higher prices owing

to higher production costs. The high inflation trend in the country has also led

to increased demand by workers, especially those in the public sector, for higher

wages. Furthermore, the desire to save and invest has been on the decline, ad-

versely affecting economic growth.
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Similar to the mandate of most central banks, price stability has remained one of

the core mandates of the Central Bank of Nigeria (CBN). The interest in price

stability emanates not only from the need to maintain overall macroeconomic bal-

ance, but also from the fact that price stability promotes investment, output and

employment. However, despite several government policies and programmes in

Nigeria, the economy has consistently experienced high inflation with attendant

consequences on the most vulnerable.

Since the work by Phillips (1958), most studies on inflation in developed economies

have linked inflation with unemployment. Recent studies in these economies have

tended to augment the classical Philips approach of inflation modelling with lagged

and lead inflation terms (as surrogates for inflation inertia and expectation re-

spectively); measure supply shocks such as relative food price, energy cost and

import price and the real unit cost of labour and output gap. This resulted in the

expectation-augmented Phillips curve, the New-Keynesian Phillips curve and the

expectation mark-up models of inflation modelling (Richards and Stevens, 1987;

Franz and Gordon, 1993; Brouwer and Ericsson, 1995).

Extensive studies on inflation using the Philips Curve approach and its variants

have been carried out in Nigeria (Adebowale, 2015; and Orji et al., 2015). However,

the Philips inflation modelling methodology has been criticized as inadequate in

accounting for the dynamic structure of the inflationary process. Particularly, this

approach fails to incorporate as many predictor variables as possible, and most

times yields a single model from which judgement is based. Perhaps in an attempt

to obtain a more robust view of the dynamics of inflation in Nigeria, some authors

have used the univariate time series and the error correction and cointegration ap-

proaches, employing money growth, income and exchange rate movements as the

focal variables. Examples of the use of the univariate time series models include

works by Doguwa and Alade (2013), Otu et al. (2014) and Etuk (2017). The error

correction and cointegration modelling approach include studies by Folorunso and

Abiola (2000); Odusanya and Atanda (2010); Maku and Adelewokan (2013). This

paper adds to the literature on inflation in Nigeria by varying the period covered,
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methodology used, variables used and frequency of data among other factors to

study the dynamics of inflation in Nigeria. Specifically, this study estimates a dy-

namic regression using quarterly data of inflation rate (IR), broad money supply

(MS), real effective exchange rate (ER) and real gross domestic product (RP) from

1995 to 2016. The advantage of this modelling approach is its ability to deliver

results based on underlying economic theory, data characteristics, and practical

situations. The main objective of this study is to fit alternative dynamic regres-

sion models, select the best-fit model based on some model selection criteria and

predict future inflation rates from the selected model.

The rest of the paper is organized as follows. Section two presents the inflationary

trend in Nigeria. Theoretical inflation modelling frameworks and selected empir-

ical studies on inflation in Nigeria are discussed in section three. Section four

describes the methodology of the study. Preliminary analyses and estimation re-

sults are presented in section five, and section six concludes the paper.

2.0 Some Stylized Facts on Inflation Movement in Nigeria

The inflationary trend in Nigeria can broadly be categorized into four periods of

our national life. The first of these periods is the oil boom era of the 1970s which

was characterized by fiscal dominance and considerable macroeconomic imbalances

occasioned by the sudden rise in government revenue obtained from crude oil ex-

ports. These earnings were invested in gigantic capital projects embarked upon

by the government under the Third National Development Plan (1975-1980), see

Suleiman (1998) and Masha (2001). Consequently, the period witnessed a sharp

increase in money supply with the economy having to contend with serious liquid-

ity challenges. With increased money in circulation and a fragile productive base,

the classic case of too much money chasing too few goods ensued. This inevitably

led to increase in prices of goods and services. The doubling of the minimum wage

in 1975 as recommended by the Udoji Committee further fuelled the rise in the

overall level of prices in the economy as the increased income and consequent in-

creased aggregate demand was not matched by increased output. In an attempt to

curb the high inflationary trend in the economy which averaged 33.7% in 1975, the

government liberalized imports which resulted to the huge inflow of goods and in-
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termediate inputs into the country. In addition, banks were encouraged to extend

more credit to the productive sectors of the economy in a bid to increase output

and create jobs. These government policies helped to push down the inflation rate

to 11.8% in 1979.

The second period was in the 1980s which was dominated by continued over-

valuation of the naira even in the face of dwindling oil revenue leading to signifi-

cant distortion in the macroeconomic environment in an economy that was import

dependent and with balance of payment challenges. Thus, by 1984, the inflation

rate had risen to 41.2% due to devaluation of the naira and expansion in money

supply. Responding to the high inflation rate, the government embarked on price

control measures, which saw inflation rates falling to 5.5% in 1985 and 5.4% in

1986. Again, signs of rising inflation were observed in 1988 and 1989 due to fiscal

expansion which was financed by credit from the CBN (Adenekan and Nwanna,

2004). Increased agricultural output helped to reduce the rate of inflation to 8.2%

in 1990.

Due to high monetary growth and fiscal expansion in the 1990s, Nigeria was con-

fronted with severe inflationary pressures. The inflation rate reached its peak of

about 79.9% in 1995 (Bawa and Abdullahi, 2012). In an effort to reduce the

surging inflation rate, the government implemented measures to ensure effective

monetary policy, fiscal prudence and stabilization of the exchange rate. These

measures resulted in a reduction in the inflation rate from its peak in 1995 to 6.6%

in 1999.

Nigeria witnessed a sharp increase in inflation from 6.9% in 2000 to about 17.8%

in 2005. This was attributed to government budget deficit over the years. The

inflation rate declined to 5.4% in 2007 due to the implementation of sound mone-

tary and fiscal policies. Inflation rate moderated substantially from 11.6% in 2008

to 9.7% in 2015 due to increased agricultural output and sound macroeconomic

policies (Figure 1 shows the current trend in inflation and some selected macroe-

conomic indicators in Nigeria between 1995 to 2016). From the forgoing analysis,

it is obvious that inflation remains a serious macroeconomic challenge in Nigeria,
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hence the need for continuous empirical analysis of the inflation trend in Nigeria,

in order to support sound macroeconomic policy formulation and management.

Figure 1: Recent trend in inflation rate (IR), money supply (M2), gross domestic

product (GDP) and exchange rate (ER) in Nigeria

3.0 Review of Literature

3.1 Theoretical Framework

The study of the determinants and economic implications of inflation has given

rise to one of the most extensive debates in the literature. The vast discussion

on inflation differs in assumptions, due to a range of views about the causes of

inflation and also, the disparity between developed and developing countries. This

subsection presents outlines of some of the theoretical underpinnings of the deter-

minants of inflation.

The Purchasing Power Parity Theory

The theory explains the changes in exchange rates in terms of differentials between
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countries. Proponents of this theory are of the view that for countries practicing

flexible exchange rate regimes, changes in exchange rate impacts on inflation, espe-

cially in small and open developing economies. Exchange rate depreciation directly

affects the prices (in domestic currency units) of tradable goods, but may also in-

directly affect the general price level if pricing decisions are affected by the cost of

imported input (Agenor and Montiel, 1996). However, the evidence of the validity

of the theory is mixed for less developed countries; see Mahdavi and Zhou (1994)

among others.

The Monetarist Theory

According to the monetarists, inflation is a domestic monetary phenomenon that

arises when the central bank increases the money supply in excess of the demand

for money. It is asserted that the money supply is exogenous and under the con-

trol of the authorities. The monetarist model of the determinants of inflation is

derived from the money demand function and is based on the hypothesis that in-

flation varies positively with the rate of change of money supply and negatively

with the rate of change of real income, ceteris paribus. In practice, financing fiscal

deficits through money creation by the central bank may raise prices and erode

foreign reserves (Agenor and Montiel, 1996). Monetarists see the short-term solu-

tion to inflation as the implementation of a contractionary or restrictive monetary

policy.

The Structuralist Theory

Proponents of the structuralist theory cite the presence of structural bottlenecks,

especially in developing countries as key causes of inflation. Essentially, structural-

ists distinguish between basic or structural inflationary pressures and mechanisms

that transmit or propagate such pressures (Kirkpatrick and Nixson, 1987). Major

structural bottlenecks identified in structuralist analyses include distorting gov-

ernment policies, the conflict between investors and workers over the distribution

of income between profits and wages (Agenor and Montiel, 1996), inelastic food

supply, the foreign exchange and government budget constraints. In this view,

the bottlenecks lead to price increases, which are transmitted into the inflationary

process. Structuralists therefore argue that the factors that the orthodox view
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regards as the causes of inflation should rather be seen as symptoms of the under-

lying structural rigidities in developing countries.

The Structuralist-Monetarist (Hybrid) Theory

Fundamental omissions from the monetarist theory of inflation are structural or

cost-push elements that cause inflation. The monetarists explain cost increases in

terms of changes in the money supply, especially if the monetary authorities adopt

an accommodation policy that seeks to prevent real output from falling. Cost-push

inflation, which is absent in monetarist models, is a potentially serious problem

in small open developing countries, where increases in foreign prices may be an

important cause of domestic inflation. In recent years, several authors have devel-

oped models with monetarist and structuralist features by directly augmenting the

monetarist approach with cost-push factors. Some of the approaches have been

to model the fiscal deficit as the original force and the propagating mechanism

in the inflationary process to include structuralist considerations into monetarist

models (Chibber, 1992; Jha, 1994) and to account for money supply dynamics in

structuralist models (Aghevli and Khan, 1978; Agenor and Montiel, 1996). The

choice of variables employed in this paper was informed by these theories and past

empirical studies.

3.2 Empirical Review of Literature

The subject of inflation has continued to engage the attention of researchers in

Nigeria. Consequently, several different variables and models have been employed

in an attempt to investigate the nature and determinants of inflation in Nigeria.

Olubusoye and Oyaromade (2008) examined the main determinants of inflation in

Nigeria employing data from 1970 to 2003 with the aid of error correction mecha-

nism. Evidence from the study showed that expected inflation, petroleum product

prices and real exchange rate, exert significant effects on the trend of inflation in

Nigeria. Later, Imimole and Enoma (2011) investigated the effect of exchange rate

depreciation on Nigeria’s inflationary process. The study used data from 1986 to

2008 employing the autoregressive distributed lag model. The study identified in-

flation inertia, exchange rate depreciation, money supply and real gross domestic
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product as the major determinants of inflation in Nigeria.

Furthermore, Bayo (2011) analyzed the main causes of inflation in Nigeria from

1981 to 2003 using the ordinary least squares approach. The study revealed that

fiscal factors, money supply, interest and exchange rates significantly impact on in-

flation in Nigeria. Olatunji et al. (2012) studied the sources of inflation in Nigeria

employing the cointegration and error correction modelling approach. The study

showed that exports, imports, food prices, interest and exchange rate were signifi-

cant in determining the movement of inflation in Nigeria. In recent past, Bawa et

al. (2016) analyzed Nigeria’s inflationary trend from 1981 to 2015 using the bounds

testing (approach to cointegration analysis). Results from the study indicated that

inflation inertia, rainfall and money supply significantly influence the inflationary

process in Nigeria. Also, several forecasting approaches of inflation exist. Kuhe

and Egemba (2010) examined the inflation process in Nigeria using the autoregres-

sive integrated moving average modelling technique. They found ARIMA (3,1, 0)

to be the best fit for Nigerian inflation. The out-of-sample forecast reveals the con-

tinuous rise in inflation throughout the period considered. Chinonso and Justice

(2016) applied Box-Jenkins ARIMA model on monthly urban and rural CPI from

January 2001 to December 2015 to provide 29 months ahead inflation forecast for

Nigeria. The study selected ARIMA (0, 1, 0) and ARIMA (0, 1, 3) as the most

optimal model for forecasting Nigeria’s inflation.

John and Patrick (2016) Modelled monthly inflation rate for Nigeria using data

from January 2000 to June 2015. The study identified ARIMA (0,1, 0) x (0,11)

for Nigeria’s inflationary process because the in-sample forecast obtained was very

close to the original series. Inam (2017) analyzed Nigeria’s inflation using VAR

model. The study used data on inflation rate, money supply, fiscal deficit, real

exchange rate, interest rate, changes in import prices and real output over the pe-

riod 1990 to 2012. The result showed that immediate lag value of inflation largely

drives current and future inflation in Nigeria.

Although it is straightforward to forecast with univariate models used by Kuhe

and Egemba (2010) among others due to their simple structure, the forecasts,

110



CBN Journal of Applied Statistics Vol. 9 No. 2 (December, 2018) 103-129

however, have no economic insight since they are plain extrapolations from the

systematic part of the series being modelled. Also, because univariate models are

usually based on a single time series, results from such studies may not be suited

for policy analysis as they fail to highlight other important variables which may

influence the rate of inflation, especially in an evolving economy like Nigeria. The

error correction and cointegration models adopted by Folorunso and Abiola(2000)

and others, although useful in examining the inter-relationship between inflation

and its presumed determinants from theories, has however been criticized on the

premise that test-statistic for these models do not have exact sample distributions

since these models require large data sets. Hence, conclusions drawn from such

studies should be accepted with caution, particularly, in a developing country like

Nigeria with considerable data challenges on some vital economic indices. In an

attempt to address the concerns highlighted above, this paper re-examined the de-

terminants of inflation in Nigeria employing the dynamic regression methodology.

4.0 Methodology

A central feature of most economic variables is a pronounced time dependence, and

it follows that the dependence of a variable, say, Yt on another variable, say, Xt,

is rarely instantaneous and cannot be completed in one time period. Frequently,

Yt responds to Xt with a time lag. This often necessitates the inclusion of lags of

Xt in a model relating Yt and Xt, as additional explanatory variables. That is,

Yt = m+ b0Xt + btXt−1 + ...+ bqXt−q + εt; εt ≈ iidN
(
0, σ2

)
(1)

The model defined in equation (1) is called the distributed lag model. The lagged

explanatory variables account for the time adjustment process. Also, the time

dependence in economic variables implies that successive values of a variable tend

to be fairly close together. This means that we can model the systematic variation

in the dependent variable of equation (1) as a function of its own past. This

forms the basis of autoregressive modelling. Mathematically, this sort of functional

relationship takes the form:

Y = m+ a1Yt−1 + a2Yt−2 + ...+ apYt−p + εt; εt ≈ iidN
(
0, σ2

)
(2)
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Combining the models in equations (1) and (2), we obtain:

Yt = m+ a1Yt−1 + a2Yt−2 + ...+ apYt−p + b0Xt + b1Xt−1 + ...+ bqXt−q + εt

= m+

p∑
i=1

aiYt−i +

q∑
j=0

bjXt−j + εt (3)

where εt ≈ iidN
(
0, σ2

)
is a white noise error process and

∣∣∣∣ p∑
i=1

ai

∣∣∣∣ < 1 for dynamic

stability, which is analogous to the stationarity condition for autoregressive models.

Equation (3) is variously referred to as the general dynamic regression model, time

series regression model and the autoregressive distributed lag model. It models

the systematic variation in Yt in terms of its own past history, current and past

values of Xt and a random error component. When several covariate series are

considered, equation (3) can be generalized in a straightforward manner as:

Yt = m+

p∑
i=1

aiYt−i +
n∑

j=1

q∑
k=0

bjkXj,t−k + εt (4)

The processes generating Xj,t are assumed to be weakly exogenous for the parame-

ter(s) of interest such that E (et, Xj,t) = 0 for all t and j. However in the context of

this study, the presence of Xj,t (that is current values of the explanatory variables)

in equation (4) renders it inoperative for prediction, since in the period in which

Yt is to be predicted, the current observations on Xj,t may not be available yet.

In such situations, it is more convenient to replace Xj,t with the most recent past

values. This is in line with the general time series methodology, where the interest

is to quantify how the past evolves into the present and the future. Therefore, we

can recast the model in equation (4) as follows:

Yt = m+

p∑
i=1

aiYt−i +

n∑
j=1

q∑
k=1

bjkXj,t−k + εt (5)

It is easy to see that prediction becomes an option when the model is formulated

in this form.

4.2 Model Specification

In fitting models to data, four types of the model in equation (5) were specified in

line with the estimation methods described in Subsection 2.1 in an attempt to se-

lect the best-fit model. These were models with level lagged variables, differenced
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lagged variables, log-transformed lagged variables and differenced log-transformed

lagged variables. The specified models are as follows:

Level lagged variables model

IRt = a0 +

13∑
j=1

ajIRt−j +

13∑
j=1

bjMSt−j +

13∑
j=1

cjERt−j +

13∑
j=1

djRPt−j + ut (6)

Differenced lagged variables model

∇IRt = a0 +
13∑
j=1

aj∇IRt−j +

13∑
j=1

bj∇MSt−j +

13∑
j=1

cj∇ERt−j +

13∑
j=1

dj∇RPt−j + ut (7)

Log-transformed lagged variables model

InIRt = a0 +

13∑
j=1

ajInIRt−j +

13∑
j=1

bjInMSt−j +

13∑
j=1

cjInERt−j +

13∑
j=1

djInRPt−j + ut

(8)
Differenced log-transformed lagged variables model

∇ ln IRt = a0 +

12∑
j=1

∇ ln IRt−j+

12∑
j=1

∇ lnMSt−j +

12∑
j=1

∇ lnERt−j +

12∑
j=1

∇ lnRPt−j + ut

(9)

where ut ≈ iidN
(
0, σ2

)
,

∣∣∣∣∣ 13∑j=1
aj

∣∣∣∣∣ < 1 for the models defined in equations (6) and

(8) to be dynamically stable. IR, MS, ER, RP, Ñ and In are inflation rate, broad

money supply, real effective exchange rate, real gross domestic product, first dif-

ference operator and natural logarithm, respectively.

4.3 Test for Stationarity

For the models defined in equations (7) and (9), we assume that the variables

are stationary at first difference. We may need to check whether or not this as-

sumption is valid. This can be achieved by testing for unit roots in the variables.

This work employs the Augmented Dickey-Fuller (ADF) test by Dickey and Fuller

(1981) to test for unit roots.

The ADF test statistic does not follow the standard student’s t-distribution but

follows a distribution tabulated by Fuller (1996). Mackinnon (1996) has provided
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an augmented version of the test which is applicable for any number of observa-

tions.

4.4 Variable Selection Methods

In the models defined in equations (6), (7), (8) and (9) we have assumed that

the set of predictor variables included in the models are all fixed. In fitting these

models to data, it may turn out that not all the predictor variables are necessary

and we may need to systematically weed out the unnecessary ones to arrive at a

good parsimonious model. In attempting to obtain a good parsimonious predictive

model, efforts will be made to include as many relevant regressors and exclude as

many irrelevant ones as possible in the considered model. Hence, two opposing

methods of variables selection are employed in this study, namely, the backward

elimination and the forward selection methods using Gretl 1.9.91 software. The

backward elimination procedure has the advantage of inspecting possible subset

models from which the choice of the final model can be made. In addition, it

preserve individual and joint contribution of variables to model fit since it starts

with all the candidate variables. The forward selection method is faster than the

backward elimination method in terms of computational time and yields a single

final model. A major drawback of the backward elimination method is that of

multicollinearity. Though the forward selection routine checks multicollinearity in

models, it fails to account for individual and joint contributions of variables to

model fit and the single final model yielded by the procedure may not be optimal

in any specified sense (Draper and Smith, 1966).

4.5 Model Selection Criteria

Several criteria are used for model comparison and selection in the literature.

This paper employs the Schwarz Information Criteria (SIC) in conjunction with

the principle of parsimony. The SIC balances the trade-off between model-fit and

model complexity and is defined as:

SIC = ln

(
RSS

n

)
+
K ln (n)

n
(10)

where RSS is the residual sum of squares, n is the sample size, K is the num-

ber of estimated parameters in the model and In is natural logarithm. However,
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it is observed that objective model comparison and selection using SIC can only

be achieved if the regressand in the models to be compared are similarly defined

(Nielsen, 2007). Hence, each class of fitted models obtained using the backward

and forward selection methods will be subjected to pairwise comparison. The

model with the lower SIC value will be entertained as the best for the given class

of models. From among the selected models, the one with the least number of

parameters will be selected as the final predictive model.

4.6 Residual Analysis

We have assumed that the error terms in equations (6), (7), (8) and (9), are normal

or Gaussian white noise processes. These assumptions can be checked by examin-

ing the residuals obtained from fitting the models to data. In the context of this

work, we are concerned with violations of the white noise assumption since in such

a case the OLS estimates are no longer efficient and the t-test and the F-tests are

not reliable. The correlogram and partial correlogram of the residuals and squared

residuals of the final selected model will be inspected to guard against possible vi-

olations of the white noise assumption and consequent spurious regression charge

(Lutkephol and Kratzig, 2004). If the residuals reasonably approximate white

noise, 95% of the correlations will deviate by a factor ±1.96
/√

T along the zero

line of the plots. Where T is the size of the sample.

4.7 Data

The study uses quarterly data of inflation rate and real gross domestic product

from the National Bureau of Statistics. Quarterly data on broad money supply

and monthly data on real effective exchange rate were obtained from the various

editions of the Annual Report and Statistical Bulletin of the Central Bank of Nige-

ria. To be consistent with the other variables, we took quarterly averages of the

monthly data on real effective exchange rate. The data covers the period from

1995 to 2016.
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5.0 Analysis and Results

5.1 Time Series Plots of Variables

The time series plots of the untransformed and the log-transformed variables are

presented in Figures 2 and 3 in Appendix I. Figure 2 reveals a general upward

trend with some hints of higher variations associated with higher levels of the vari-

ables, especially for MS, ER and RP . The trend indicates that the variables are

nonstationary at levels, while the localized variations suggest that the variables

may not be completely linear over time suggesting suitable transformation in order

to achieve linearity so that the simple linear model can continue to suffice. Figure

3 shows that the non-uniform variation attributable to higher levels of the vari-

ables may have been somewhat reduced by taking the logarithms of the original

observations.

5.2 Unit Root Tests

The Augmented Dickey-Fuller framework discussed in Subsection 4.3 was used

to test the hypothesis of unit roots in the variables. Tests results, assuming 11

lags and variables in their original forms are presented in Tables 1 and 2. The

results of the test with intercept but no trend and with intercept and trend both

at levels and first differences for each variable are presented in the tables. Re-

sults presented in Table 1 indicate that IR is stationary at level with a non-zero

mean with constant variance and without a deterministic trend, while MS, ER

and RP are not stationary. In order to quantify the evidence of nonstationarity

in the variables, the same tests were applied to the first differences of the variables.

Table 1: Results of Augmented Dickey-Fuller Unit Root Test at Levels

Table 2 shows that IR, MS and ER are stationary with a non-zero mean at first
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difference while RP is stationary when trend is accounted for.

Table 2: Results of Augmented Dickey-Fuller Unit Root Test at First Difference

5.3 Estimation Results

The models defined in equations (6), (7), (8) and (9) respectively were fitted to

data using the backward elimination method. After several sequential reduction

steps, the reduced models in Tables 3, 4, 5, and 6 were obtained.

Table 3: Estimation Results for the Model in equation (6) via

the Backward Elimination Method
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Table 4: Estimation Results for the Model in Equation (7)

via the Backward Elimination Method

Table 5: Estimation Results for the Model in Equation (8)

via the Backward Elimination Method
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Table 6: Estimation Results for the Model in Equation (9)

via the Backward Elimination Method

Estimation results show that the models fit the data reasonably well. Also, the

estimates for level and differenced lagged variables models in Tables 3 and 4 tend

to select less complex regression equations as against the log-transformed models

as shown in Tables 5 and 6. The complexity of the log-transformed models may be

due to the fact that it has helped improve linearity in the variables, thereby pro-

moting the significance of many lags. However, as noted earlier in Subsection 4.5,

objective comparisons across the models in Tables 3-6 based on their SIC statistics

cannot be made because the dependent variable in the models are of different forms.

Refitting the models defined in equations (6), (7), (8) and (9) using the forward

selection algorithm gives the results shown in Tables 7, 8, 9, and 10.
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Table 7: Estimation Results for the Model in Equation (6)

via the Forward Selection Method

Table 8: Estimation Results for the Model in Equation (7)

via the Forward Selection Method
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Table 9: Estimation Results for the Model in Equation (8)

via the Forward Selection Method
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Table 10: Estimation Results for the Model in Equation (10)

via the Forward Selection Method

The results show that the forward selection method selects regression equations

with much scaled down parameters, especially so for the unlogged models, perhaps

due to its ability to mitigate multicollinearity problems in the estimated models.

The estimated models generally provide reasonably good fit to the data.

5.4 Pairwise Comparison between same classes of Models obtained

using the Backward Elimination and Forward Selection Methods

It is observed from equations 10, 11, 12, and 13 that the regressand in the dif-

ferent model types considered were not similar, implying that direct comparison

across the estimated models based on their SIC values was unrealistic because

the regressand in the model types are quite different both in terms of value and

physical interpretation as the scale of measurements are not the same. Hence, the

relative magnitude of SIC was the criteria used in pairwise comparison between

same classes of models yielded by both the backward elimination and forward se-

lection methods. This was because SIC penalize for model complexity than all

other known model comparison criteria. Tables 11 and 12 show that the level

form model obtained using the forward selection method was superior to the one

obtained by the backward selection criteria as indicated by their SIC values. For

the level log-transformed model, the model obtained by employing the backward
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elimination procedure appears to be superior. The relatively lower SIC value for

the differenced untransformed model yielded by the backward elimination criterion

indicates that it is superior to the one selected by the forward selection algorithm,

while the forward selection procedure selected a relatively superior model for the

differenced log-transformed model. Therefore, on the basis of SIC, the models in

Tables 6, 7, 8 and 10 appear generally superior, thus were entertained as tentative

predictive models, which implies that the models in Tables 3, 4, 5 and 9 were

discarded.

Table 11: Comparison criterion of models obtained

using the backward elimination method

Table 12: Comparison criteria of models obtained

using the forward selection method

5.5 Final Model Selection using the Principle of Parsimony

The criterion employed in selecting the final predictive model from the set of ten-

tative predictive models in Tables 6-10 was the relative parsimoniousness of the

models taken individually. The use of the principle of parsimony is in accord

with estimation procedures employed; where the goal is to obtain a model with

reasonably fewer parameters and reasonably good predictive ability as the most

acceptable predictive model. Also, the use of this principle was necessitated by

the fact that a model with a large number of parameters may be subject to large

estimation errors which may impair the reliability of predictions generated from

such model. Consequently, on the basis of the principle of parsimony, the model
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with levels lagged variables in Table 7 with 4 parameters appear to be the best,

hence was selected as the final predictive model. The model reveals that current

IR values depends on previous values of IR at the first, fourth and fifth lags and

past MS at the second lag, with the immediate past IR value observed to be the

most important variable while MS at lag two is the least important. It was stated

in Subsection 4.1 that modeling time series variables using the regression approach

could lead to spurious regression results. Figures 4 and 5 in Appendix II, show

that our final model is not spurious since all the correlations lie well within the

±1.961
/√

T bound. That is, residuals from the model are white noise and conclu-

sions on the model are valid. Table 13 summarizes the prediction performance of

the model. The objective was to obtain a prediction of IRT+k given the informa-

tion set up to time T . We defined the information set available at time T as past

values of IR, MS, ER and RP . Hence the predicted IR values are out-of-sample

predictions.

Table 13: Eight Quarters Forecast of Inflation

Rates for 2019-2020

6.0 Conclusion and Policy Implications

Evidence that expected inflation (denoted by lagged IR terms) constitute the

most significant predictors of inflation in Nigeria is established in the study. The

prominence of expected inflation in impacting on current inflation rate, perhaps,

indicates the anticipatory factor in the Nigerian inflationary process. Therefore,

efforts should be made by relevant authorities to discourage hoarding and panic

buying so as to reduce inflation expectation in the economy. The study also finds

evidence that money supply exerts significant influence on the inflationary trend

in Nigeria. The explanation for this could be monetary growth and fiscal expan-
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sion. Therefore, measures to ensure effective monetary policy and fiscal discipline

should be implemented by the government.
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APPENDIX I

Figure 2: Time series plots of the untransformed IR, MS, ER and RP variables

Figure 3: Time series plots of the log-transformed IR, MS, ER and RP variables
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APPENDIX II

Figure 4: Standardized residual ACF and PACF for the estimated model with

differenced lagged variables of Table 7

Figure 5: Squared standardized residual ACF and PACF for the estimated model

with differenced lagged variables of equation of Table 7
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